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Possible Solution of Parallel
FIR Filter Structure

Predrag Petrovié

Abstract: In this paper, a parallel forflR adaptive filter structure witRLS
(Recursivel eastSquares) type adaptive algorithm is proposed. Thopgsed
parallel formFIR structure consists of a recursive orthogonal foans stage and
sparse-IR subfilters operating in parallel. The adaptivecaiipm used to update
coefficient vector of the sparse filters is implentesl by using modified Hopfield
networks. This structure implements REe S-type adaptive algorithm, without an
explicit matrix inversion avoiding numerical insi#ly problems. Simulation
results which show the desirable features of preg@tructure are given.

Keywords. FIR, RLS adaptive algorithm, Hopfield networks,@muter simula-
tions.

1 Introduction

The RLS adaptive algorithm presents several advantages over the we
known LMS (Least Mean Squares) adaptive algorithm, with respect to the
convergence speed and insensibility to additive noise. Howevehigteer
computational cost makes difficulty to use it in many practaggblications,
which require relatively large filters order. Especialyalogue implementation
of conventionaRL S algorithm is difficult because it requires matrix openati
This is an obstacle for the implementationRifS type adaptive algorithm in
using analogue systems, making necessary to develop adapts/algorithms
without explicit matrix operation.

Continuous time Hopfield network can be implemented using analogue
circuits [1], solving linear simultaneous equations required tiy RLS
algorithm without explicit matrix inversion. This does not requirg additional
computational efforts and numerical instability, as compared Wwehconven-
tional one [2- 4]. Using these features, the direct-fBtiR adaptive filter struc-
ture using a modified Hopfield network was proposed [2, 3]. Thigsyshows
fairly good performance compared with the conventiéial algorithm. How-
ever, when order of the filter increases, the number of requiraaections of a
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modified Hopfield network increases with the square degre&inmathe
implementation of high order adaptive filters difficult.

On the other hand, the parallel foffhR adaptive filter has, potentially,
better convergence performance than the direct flefR adaptive structure,
because the input signal is orthogonalized. This orthogonalizaticerried out
by using an orthogonal transformation such adDR€&, DCT, etc. [5, 6]. In the
parallel formFIR filter, each subfilter has smaller order than the direct form
one.

In this paper is proposed a parallel foRfR adaptive filter structure, in
which the discrete cosine transforldQT) is used to orthogonalize the input
signal, while the adjustment of filter coefficients vectsrréalized by using
continuous time modified Hopfield network.

Computer simulation results are given to show the actual pefaenof
proposed adaptive filter structure.

2 Proposed Structure

Consider anN™ order of the transfer functiof (z), the direct form of
FIR filter is given by:

H(z)= 3 hz &

which using a subband decompaosition approach §j,lie decomposed inkd
parallel subfilter structures, such tha{z) can be rewritten as:

H(z)= [l zt..zZM ‘l)]CT ' ; (2

(Gus(2)]
whereC is anM xM matrix orthogonal transformation, ai@ (z") is sparse
subfilter is given by:

G (z)= Kz__llgry,z'IL : 3)

where L is sparsity factor an&K is the number of coefficients in each sparse
subfilter [5].
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A parallel form FIR structure using subband decomposition is shown by
Fig. 1, in which as orthogonal transformati@n the discrete cosine transform
(DCT) is used to its better orthogonalizing properties [6, 7].

M-Point
Transform
C

e(n)
Adaptive é_)
Algorithm d (n)

Fig. 1 - Proposed parallel fornfI R adaptive filter structure.

The k-th discrete cosine transform coefficient of input signatirme m),
m-1 andm-2 point are given by:

c(mk)=a(k)y x(m-[N -1+ n)cog{zn + 1k /2N) @)
C(m—lk)za(k)Nz;x(m—l—[N—1]+n)cos(n(2n+1)k/2N) 5)

c(m-2k)=a(k)} x(m-2-[N -1+ n)codn(2n+1)k/2N).  (6)

n=0
Using the fact that:
2coda)codb) = coda-b)+coda+b) 7)
after some mathematics manipulations, we get:

H(e)= 3., (2, (2), ®

where:

K (=2 2= 2™ + v (2
C(Z)z“’sm(( 1) - (-1) Ma) o

1- ZCOS,%Tz‘l +772
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The using the discrete cosine transfo@y(z), from (9), using the sparse
subfilters G, (z") given by (3), we get the proposed parallel fé¢tiR adaptive
structure shown in Fig. 2 and Fig. 3.

en)
Adaptive <‘5
Algorithm d(n)

Fig. 2 — Proposed-IR adaptive filter structure using the discrete cesiransform.

Or k1

Fig. 3—r-th stage of proposdel R adaptive filter structure.

Thus from Fig. 2 and Fig. 3 it follows that in tpeoposed structure, the
input signal is filtered by the discrete cosinensfarm to produce a set ofl
orthogonal signal components. Subsequently thedegonal signal compo-
nents are filtered byM sparse subfilters. The output signal of the predos
structure is the sum of the output of each sulbfilte
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3 Proposed Adaptive Algorithm

The adaptation algorithm used to update the proposed structure ieaeffic
vector is arRL S-type adaptive algorithm. Assuming thgt(n) is the adaptive
filter coefficient vector of the-th subfilter at timen. The update equation is

given by:

9.(n)=g,(n-2)+ 1R (n}e(n). (n), (10)
where 0< <1, is a convergence factog(n) is an error signal between
desired signad(n) and the actual adaptive filter output sigrnygh); U (n) is
the input signal of-th sparse subfilter ang, (n) is autocorrelation matrix of the
r-th subfilter input vectoU (n), which is given by:

U,(n)=c(Ln), (11)
whereL is sparsity factor of subfilter.

On the other hand, thieth output of the continuous Hopfield network,
shown in Fig. 4, is given by:

cawt) S
dt r ( )+ ~ pm kW ( ) (12)

where w, (t) is output signal ok-th node,r andc are positive constantg,,

is connection weight fronm-th node tok-th node andb, is k-th bias input.
Using the Laplace transform and Final Value Thegreafter some
manipulations, we get:
W(w)=[1 -rP]"rB. (13)
This equation shows that after convergence of Hapfnetwork, output
signal of the networl is a vector, which is obtained by multiplicatioham
inversion matrix of[l —rP] and a vectorB. Now compared with (10) and set
positive constant =1, we assume that:
R=I-P (14)
and
U =B. (15)
In the second term of eq.(10) is rewritten as:
Og = te(nW’ (16)
and equation (10) is presented by:
g.(n)=g,(n-1)+0g(n), (17)
whereW" is output of the Hopfield network, after the netiwis converged.
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bl WN -1 bN -1

Fig. 4 — Modified continuous time Hopfield network.

4 Computer Simulations

It is evaluated the convergence performance of proposed strusingea
system identification configuration with an unknown system of oider 20.
The proposed system has 4 paraflBR subfilters, such thaM is equal to 4
and sparsity factoL is 5.

Fig. 5 shows the convergence performance of the proposed srantlithe
conventionalRLS structure. In both cases the input signal is white noise
sequence and the signal-to-noise raBNR) is equal to 20dB. Fig. 6 shows the
convergence performance of the proposed structure and thentonaéone. In
this case theSNR is equal to 40dB and the input signal is "a dder AR
(autoregressiyeprocess.
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o
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Fig. 5— Convergence performance of proposed and conveitid R adaptive filter
structure. The input signal was a white noise saqae

Simulations results show that proposed structure has similaegsnce
performance that the conventional full bdfdR adaptive filters structure with a
much lower computational cost.
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Fig. 6 — Convergence performance of proposed and conventieiadaptive filter
structure. The input signal i$"®rder AR process.
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5 Conclusion

This paper proposed a parallel foFhR adaptive filter structure in which
the input signal is decomposed intb orthogonal components by using an
orthogonal transformation. Subsequently each orthogonal component is feed into
a sparse subfilter whose coefficient vector is updated hyguai modified
Hoipfield network. Computer simulations show that the proposed wteubtis
similar convergence performance that the conventional full Brfistructure,
with a much less computational cost. For examples, the number of multiplication
to update the coefficient in the proposed structure is approXimaiex N,
whereM is number of subfilters ard is order of the unknown system, while the

computational cost of conventiorAL S algorithm isO(N?) .
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