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Possible Solution of Parallel  
FIR Filter Structure 

Predrag Petroviç1 

Abstract: In this paper, a parallel form FIR adaptive filter structure with RLS 
(Recursive Least Squares) type adaptive algorithm is proposed. The proposed 
parallel form FIR structure consists of a recursive orthogonal transform stage and 
sparse FIR subfilters operating in parallel. The adaptive algorithm used to update 
coefficient vector of the sparse filters is implemented by using modified Hopfield 
networks. This structure implements the RLS-type adaptive algorithm, without an 
explicit matrix inversion avoiding numerical instability problems. Simulation 
results which show the desirable features of proposed structure are given. 

Keywords: FIR, RLS adaptive algorithm, Hopfield networks, Computer simula-
tions. 

1 Introduction 

The RLS adaptive algorithm presents several advantages over the well 
known LMS (Least Mean Squares) adaptive algorithm, with respect to the 
convergence speed and insensibility to additive noise. However, its higher 
computational cost makes difficulty to use it in many practical applications, 
which require relatively large filters order. Especially analogue implementation 
of conventional RLS algorithm is difficult because it requires matrix operation. 
This is an obstacle for the implementation of RLS type adaptive algorithm in 
using analogue systems, making necessary to develop adaptive RLS algorithms 
without explicit matrix operation. 

Continuous time Hopfield network can be implemented using analogue 
circuits [1], solving linear simultaneous equations required by the RLS 
algorithm without explicit matrix inversion. This does not require any additional 
computational efforts and numerical instability, as compared with the conven-
tional one [2- 4]. Using these features, the direct-form FIR adaptive filter struc-
ture using a modified Hopfield network was proposed [2, 3]. This system shows 
fairly good performance compared with the conventional RLS algorithm. How-
ever, when order of the filter increases, the number of required connections of a 
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modified Hopfield network increases with the square degree, making the 
implementation of high order adaptive filters difficult. 

On the other hand, the parallel form FIR adaptive filter has, potentially, 
better convergence performance than the direct form FIR adaptive structure, 
because the input signal is orthogonalized. This orthogonalization is carried out 
by using an orthogonal transformation such as the DFT, DCT, etc. [5, 6]. In the 
parallel form FIR filter, each subfilter has smaller order than the direct form 
one. 

In this paper is proposed a parallel form FIR adaptive filter structure, in 
which the discrete cosine transform (DCT) is used to orthogonalize the input 
signal, while the adjustment of filter coefficients vector is realized by using 
continuous time modified Hopfield network. 

Computer simulation results are given to show the actual performance of 
proposed adaptive filter structure. 

2 Proposed Structure 

Consider an thN  order of the transfer function )(zH , the direct form of 
FIR filter is given by: 
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which using a subband decomposition approach [5], can be decomposed into M 
parallel subfilter structures, such that )(zH  can be rewritten as: 
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where C  is an MM ×  matrix orthogonal transformation, and )( L
r zG  is sparse 

subfilter is given by: 
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where L  is sparsity factor and K  is the number of coefficients in each sparse 
subfilter [5]. 
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A parallel form FIR structure using subband decomposition is shown by 
Fig. 1, in which as orthogonal transformation C , the discrete cosine transform 
(DCT) is used to its better orthogonalizing properties [6, 7]. 
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Fig. 1 - Proposed parallel form FIR adaptive filter structure. 

The k-th discrete cosine transform coefficient of input signal at time m, 
1−m  and 2−m  point are given by: 
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Using the fact that: 

 ( ) ( ) ( ) ( )bababa ++−= coscoscoscos2  (7) 

after some mathematics manipulations, we get: 
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The using the discrete cosine transform )(zCr , from (9), using the sparse 

subfilters )( L
r zG  given by (3), we get the proposed parallel form FIR adaptive 

structure shown in Fig. 2 and Fig. 3. 
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Fig. 2 – Proposed FIR adaptive filter structure using the discrete cosine transform. 
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Fig. 3 – r-th stage of proposed FIR adaptive filter structure. 

Thus from Fig. 2 and Fig. 3 it follows that in the proposed structure, the 
input signal is filtered by the discrete cosine transform to produce a set of M  
orthogonal signal components. Subsequently these orthogonal signal compo-
nents are filtered by M  sparse subfilters. The output signal of the proposed 
structure is the sum of the output of each subfilter. 
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3 Proposed Adaptive Algorithm 

The adaptation algorithm used to update the proposed structure coefficient 
vector is an RLS-type adaptive algorithm. Assuming that )(ngr  is the adaptive 
filter coefficient vector of the r-th subfilter at time n . The update equation is 
given by: 

 ( ) ( ) ( ) ( ) ( )nUnenRngng rrrr
11 −+−= µ , (10) 

where 10 << µ , is a convergence factor, )(ne  is an error signal between 

desired signal )(nd  and the actual adaptive filter output signal )(ny ; )(nU r  is 

the input signal of r-th sparse subfilter and )(nRr  is autocorrelation matrix of the 

r-th subfilter input vector )(nU r , which is given by: 

 ( ) ( )LncnU rr = , (11) 

where L is sparsity factor of subfilter. 

On the other hand, the k-th output of the continuous Hopfield network, 
shown in Fig. 4, is given by: 
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where )(twk  is output signal of k-th node, r  and c  are positive constants, kmp ,  

is connection weight from m-th node to k-th node and kb  is k-th bias input. 

Using the Laplace transform and Final Value Theorem, after some 
manipulations, we get: 

 ( ) [ ] rBrPIW 1−−=∞ . (13) 

This equation shows that after convergence of Hopfield network, output 
signal of the network W  is a vector, which is obtained by multiplication of an 
inversion matrix of [ ]rPI −  and a vector rB . Now compared with (10) and set 
positive constant 1=r , we assume that: 

 PIR −=  (14) 

and 

 BU = . (15) 

In the second term of eq.(10) is rewritten as: 

 ( ) *Wneg µ=∇  (16) 

and equation (10) is presented by: 

 ( ) ( ) ( )ngngng rr ∇+−= 1 , (17) 

where *W  is output of the Hopfield network, after the network is converged. 
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Fig. 4 – Modified continuous time Hopfield network. 

4 Computer Simulations 

It is evaluated the convergence performance of proposed structure using a 
system identification configuration with an unknown system of order 20=N . 
The proposed system has 4 parallel FIR subfilters, such that M  is equal to 4 
and sparsity factor L  is 5. 

Fig. 5 shows the convergence performance of the proposed structure and the 
conventional RLS structure. In both cases the input signal is white noise 
sequence and the signal-to-noise ratio (SNR) is equal to 20dB. Fig. 6 shows the 
convergence performance of the proposed structure and the conventional one. In 
this case the SNR is equal to 40dB and the input signal is a 5th order AR 
(autoregressive) process. 
 



Possible Solution of Parallel FIR Filter Structure 

 27 

-40

-35

-30

-25

-20

-15

-10

-5

0

0 10 20 30 40 50 60 70 80

Proposed Structure

RLS

 

Fig. 5 – Convergence performance of proposed and conventional FIR adaptive filter 
structure. The input signal was a white noise sequence. 

 

Simulations results show that proposed structure has similar convergence 
performance that the conventional full band FIR adaptive filters structure with a 
much lower computational cost. 
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Fig. 6 – Convergence performance of proposed and conventional FIR adaptive filter 
structure. The input signal is 5th order AR process. 
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5 Conclusion 

This paper proposed a parallel form FIR adaptive filter structure in which 
the input signal is decomposed into M orthogonal components by using an 
orthogonal transformation. Subsequently each orthogonal component is feed into 
a sparse subfilter whose coefficient vector is updated by using a modified 
Hoipfield network. Computer simulations show that the proposed structure has 
similar convergence performance that the conventional full band RLS structure, 
with a much less computational cost. For examples, the number of multiplication 
to update the coefficient in the proposed structure is approximately NM × , 
where M is number of subfilters and N is order of the unknown system, while the 
computational cost of conventional RLS algorithm is )( 2NO . 

6 Reference 
[1] B.L.Barranco, S.S.A.rodriguez-Vazquez J.L.Huertas: A Modular T-mode Design Approach 

for Analog Neural Networks Hardware Implementation, IEEE J. Solid-State Circuits, Vol. 
27, No. 5, pp. 701-713, May 1992. 

[2] M.N.Miyatake, H.P.Meana: Analog Adaptive Filtering Based on a Modified Hopfield 
Network, IEICE Trans. on Fundamentals of Electronics, Communications and Computer 
Science, Vol. E80-A, No. 11, pp. 2245-2252, Nov. 1997. 

[3] M.N.Miyatake, H.P.Meana, L.O.Balbuena, L.N.de Rivera, J.Sanchez: A Continuous Time 
RLS Adaptive Filter Structure Using Hopfield Neural Networks, Proc. of ISITA’96, Vol. II, 
pp. 614-617, Sept. 1996. 

[4] V.Vemuri G.S.Jang: Inversion of Fredholm Integral Equations of the First kind with fully 
Connected Neural Networks, Journal of the Franklin Institute, Vol. 329, No. 2, 1992. 

[5] M.R.Petraglia S.K.Mitra: Adaptive FIR Filter Structure Based on the Generalized Subband 
Decomposition of FIR Filters, IEEE Trans. on Circuits and Systems-II, Vol. 40, No. 6, pp. 
354-362, June 1993. 

[6] H.Perez, S.Tsujii: A fast parallel Form IIR Adaptive Filter Algorithm, IEEE Trans. on Signal 
Processing, Vol. 39, No. 9, pp. 2118-2122, Sept. 1991. 

[7] R.Zelinski, P.Noll: Adaptive Transform Coding of Speech, IEEE Trans. Acoust., Speech, 
Signal Processing, Vol. ASSP-25, No. 4, pp. 299-309. 

[8] S. Narayan, A.Peterson, J.Narasimha: Transform Domain LMS Algorithm, IEEE Trans. 
Acoust., Speech, Signal Processing, Vol. ASSP-31, No. 3, pp. 609-615, June 1983. 


